
15 HI subjects with an average age of 70 ± 12.

Background

This study investigates the effect of a low-latency DNN

algorithm for separating two competing voices on

selective attention for HA users.

Motivation

Can auditory attention decoding (AAD) methods [3] be

used to evaluate the effect of a low-latency DNN

speech separation algorithm in hearing-aid users?

Research question

Participants

64 channels of scalp EEG data (10/20 system) were 

recorded using the Biosemi ActiveTwo system.

EEG data Acquisition

• Danish continuous speech material (100 minutes).

• 1 male + 1 female.

• Scaled to same RMS.

• DNN procedure:

• DNN Training: 20 min

• DNN Validation: 10 min

• Available for EEG test: 70 min

Stimuli

Test design:

Task design:

Leave-one-out 
cross validation

Speech 
reconstruction 

Per-trial TRF 
calculation

Preprocessing

• Envelopes (env): abs(hilbert(speech))
• EEG & env: 

• Band-pass filter [1-8 Hz],

• Down-sampled to 128Hz.

• mTRF toolbox [4]
• Decoder (Dcond) properties:

• Trained on T speech,

• Time lags: 250ms post-stimulus

Classification

• 3 averaged Dcond (ADcond) 
computed (1 per cond).

• ADcond = avg of 24 Dcond.
• 3 x 25 ADs calculated.

Attention decoding

Mean correlations

Data analysis showed that the DNN-based voice 

segregation had a significant effect on selective 

attention, demonstrating the potential of the low-latency 

DNN algorithms. 

DNN condition had:

• Sig lower masker 

correlations when 

compared to the SUM 

condition (p <0.0005). 

• Non-sig lower masker 

correlation when 

compared  to the 

SEPARATE condition.

• Pearson r: 
• r1 = corr(෡T, T)
• r2 = corr ෡T,M

• Correct: r1 > r2

• Deep neural networks (DNNs) have a high potential

for improving voice segregation and speech

intelligibility in multiple-voice environments [1].

• Neural responses can be decoded to segregate the

voice of a listener’s interest by providing separated

access to each speaker via separate presentation [2].

SUM(unprocessed)

SEPARATE (ideal)

DNN (LSTM)

• Total = 3 conditions 

• 25 replications = 75 

recordings per subject
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• Reconstructed T (෡T):
ADcond & unseen EEG

Attention decoding accuracy
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Conclusion

• DNN better decoded 

than SUM (p < 0.005)

• But not better than 

SEPARATE

• The mask may be 

helpful
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